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Human behavior can be classified into 2 basic categories: execution of responses and withholding responses. This classification is used in go/no-go training, where people respond to some objects and withhold their responses to other objects. Despite its simplicity, there is now substantial evidence that such training is powerful in changing human behavior toward such objects. However, it is poorly understood how simple responses can influence behavior. Contrary to the remarkably tenacious idea that go/no-go training changes behavior by strengthening inhibitory control, we propose that the training changes behavior via changes in explicit liking of objects. In two preregistered experiments, we show that go/no-go training influences explicit liking for smartphone apps (Experiments 1 and 2) and that this liking partially mediates the effect of the training on consequential choices for using these apps 1 day later (Experiment 2). The results highlight the role of evaluations when examining how motor response training influences behavior. This knowledge can inform development of more effective applied motor response training procedures and raises new theoretical questions on the relation between motor responses and affect.
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inhibitory control (Houben & Jansen, 2011) and is still presented as such (e.g., Allom et al., 2016; Carbine & Larson, 2019; Forman et al., 2019; Jones et al., 2016; Yang et al., 2019). According to this account, repeatedly not responding to attractive objects serves as an exercise to train the brain to become better at executing control in order to resist temptations.

However, there are substantial problems with this account. First, there is no evidence that GNG and other motor response trainings can improve inhibitory control to such an extent that training effects can be observed for behavior (Beauchamp, Kahn, & Berkman, 2016; Enge et al., 2014; Inzlicht & Berkman, 2015). Second, strengthening inhibitory control is assumed to be a long-term process, yet previous research often observes effects of GNG after a single training session (e.g., choices for go objects over no-go objects; Chen, Holland, Quandt, Dijksterhuis, & Veling, 2019). Third, effects of GNG on choosing go over no-go objects have been shown in within-participant designs (Chen et al., 2019). A general effect of GNG on inhibitory control capacity cannot explain within-participant effects because inhibitory capacity improvements should apply to both go and no-go high-value options. Finally, it is doubtful whether executive control can be trained with such a simple training procedure (Veling et al., 2017). In light of these findings and arguments, the current and consistent portrayal of GNG as an inhibitory control training (e.g., Carbine & Larson, 2019; Forman et al., 2019; Yang et al., 2019) is remarkably tenacious. A lack of convincing evidence for alternative explanations may contribute to this status quo.

If GNG does not strengthen inhibitory control, how can we explain its robust effects on behavior? In line with the long tradition in psychology demonstrating the importance of evaluations for changing behavior (Ajzen, 1991; Sheeran et al., 2016), we propose that evaluations play a crucial role. Indeed, GNG has been shown to decrease explicit liking of no-go objects compared to go objects or untrained objects for a variety of stimuli such as abstract art-like shapes (Clancy, Fiacconi, & Fenske, 2019), food items (Chen, Veling, Dijksterhuis, & Holland, 2016), cigarette cues (Scholten, Granic, Chen, Veling, & Luijten, 2019), and erotic images (Driscoll, de Launay, & Fenske, 2018; Ferrey, Frischen, & Fenske, 2012).

Several theoretical accounts explain how nonreinforced actions and inactions may influence evaluations. During operant evaluative conditioning, valence from a conditioned response transfer to an unrelated stimulus, thereby influencing explicit evaluations of the stimulus (Blask, Frings, & Walther, 2016; De Houwer, 2007; Eder, Krishna, & Van Dessel, 2019). In a previous experiment (Eder et al., 2019), participants first went through a phase of operant conditioning (i.e., using a key was followed by an unpleasant or pleasant picture). This response key was then used to categorize another set of neutral stimuli (i.e., assign group members to groups). The affect associated with the response (i.e., the key) transferred to this new set (i.e., the groups). Importantly, this affect transfer was shown for explicit ratings of the groups. When applied to GNG, some scholars argue that people have learned that responding is associated with positive outcomes and withholding responses with negative outcomes (Clancy et al., 2019; Guitart-Masip et al., 2014; Guitart-Masip et al., 2012), although there is also evidence that effects of avoidance behaviors in motor response training are malleable with context (Mertens, Van Dessel, & De Houwer, 2018). This affect may transfer to stimuli during the GNG, thereby changing people’s explicit evaluations of the stimuli (Hughes, De Houwer, & Perugini, 2016).

According to the inference account (Van Dessel, Hughes, De Houwer, 2018b, 2018a), people make inferences about affect associated with a response (“It doesn’t feel good to stop, and I stopped for this object, so I think I don’t like this object that much”). This mechanism could also explain the transfer of affect during operant evaluative conditioning (Eder et al., 2019). Third, the devaluation-by-inhibition account assigns evaluations a crucial function for task performance (e.g., Raymond, Fenske, & Westoby, 2005). According to this account, people devalue distracting objects so that they do not interfere with the task. No-go objects may be considered distractors, particularly when no-go objects are attractive, because they interfere with the goal of responding (Quandt, Holland, Chen, & Veling, 2019). Finally, according to the behavior stimulus interaction theory (Chen et al., 2016; Veling, Holland, & van Knippenberg, 2008), inhibition of a response to an attractive object leads to a response conflict, which is accompanied by negative affect that becomes attached to the attractive object.

So far, it is unclear whether changes in evaluations as a result of actions and inactions are strong enough to explain behavior change (Chen et al., 2016). To test changes in stimulus evaluations as a mechanism for behavior change, there is a need for evidence that changes in evaluation mediate the effect of the training on behavior. Such evidence is lacking for several reasons. First, studies demonstrating an effect of GNG on objectively measured, consequential behavior did not investigate the role of stimulus evaluation (Chen et al., 2019). Second, the few studies measuring both a form of stimulus evaluation and behavior did not assess actual, consequential behavior. For instance, previous work reporting mediation relied on self-reported retrospective behavior (Houben, Havermans, Nederkoorn, & Jansen, 2012) or hypothetical choices (Veling, Aarts, & Stroebe, 2013). In addition, because these studies did not employ a priori power analyses, they might well have been underpowered to detect a mediation effect. Another study employed an indirect measurement of behavior (i.e., weight loss), self-reported eating behavior, and explicit liking of food after GNG but did not observe evidence for mediation (Lawrence et al., 2015).

The choice of how to assess stimulus evaluation seems to contribute to a lack of a convincing test. Recent evidence suggests that motor response training may have stronger effects on explicit than on implicit evaluations (Van Dessel et al., 2018a). This could explain generally small effects of motor response training on implicit evaluations (e.g., Aulbach et al., 2019). For example, GNG influenced implicit evaluations of alcoholic beverages, but these implicit evaluations presented only a marginally significant predictor of self-reported alcohol intake (Houben et al., 2012). An approach/avoidance training did influence alcohol-approach tendencies and implicit associations, but neither of these implicit measures mediated the effect of the training on treatment outcome (Wiers, Eberl, Rinck, Becker, & Lindenmeyer, 2011). Hence, in addition to employing self-reported or hypothetical measures of behavior, previous studies likely did not observe evidence for mediation because measurements of implicit evaluations may not be suitable (and/or reliable; Jones et al., 2016) to test whether changes in evaluation mediate the effect of motor response training on behavior.
Taken together, changes in evaluations as a result of motor response training may play a critical role for behavior, but convincing evidence for this hypothesis is currently lacking. Therefore, the main goal of this study was to move beyond GNG as inhibitory control training and test a more plausible mechanism. We aimed to provide first evidence that motor response training in the form of GNG leads to changes in behavior via changes in explicit object evaluation. We addressed the limitations of previous research and conducted preregistered, well-powered experiments relying on explicit measures of evaluations and consequential behavior. Thereby, we provide a rigorous test of an alternative mechanism to the inhibitory control training account.

A secondary goal of this study was to test whether effects of GNG also can be observed for an unstudied class of objects: smartphone apps. We chose smartphone apps for two reasons. First, previous work on motor response training has mostly focused on objects that are attractive because they yield nonsymbolic, immediate bodily reward. Food, alcohol, cigarettes, or sex have been the primary focus of investigation in the response training literature (Allom et al., 2016; Aulbach et al., 2019; Jones et al., 2016). Smartphone apps represent symbolic reward without immediate bodily consequences. Expanding the effect of GNG to this unexplored category of objects may yield important insights into the generalizability of motor response training (Yarkoni, 2019). Second, whereas smartphone use does not appear detrimental to well-being (Ellis, 2019; Orben, Dienlin, & Przybylski, 2019; Orben & Przybylski, 2019), many users voice concerns about decreased productivity because of smartphone distractions (Johannes, Dora, & Rusz, 2019). Therefore, GNG may serve as an intervention to modify preferences for smartphone apps, presenting a promising tool for those users who would like to reduce their smartphone use.

The Present Research

In Experiment 1, we predicted that GNG causes no-go smartphone apps to be liked less from pretraining to posttraining, compared to both go smartphone apps and smartphone apps not used in GNG (i.e., untrained apps). We did not predict increased liking for go items as the version of GNG we employed here tends to influence evaluations of no-go rather than go objects (Chen et al., 2016). After establishing an effect on evaluations in Experiment 1, we predicted that the evaluations of smartphone apps modified by GNG would fully mediate the effect of the training on consequential choices for using these apps in Experiment 2.

Experiment 1

We preregistered our hypotheses, sampling plan, exclusion criteria, and confirmatory analysis plan and provide access to all data and stimulus materials on the Open Science Framework (https://osf.io/7ck43/).

Method

Sample. Power calculations with mixed-effects models can be complicated (Brysbaert & Stevens, 2018; DeBruine & Barr, 2019). Therefore, we used the simr package (Green & Macleod, 2016) to simulate power based on the data of Experiment 1 of Chen et al. (2016), which was almost identical to our design. Given the novelty of smartphone stimuli as objects and to properly power our experiment, we calculated power for 75% of the effect size they found. To detect such an effect with 80% power at $\alpha = .05$, we needed to recruit 63 participants. Note that 63 participants also are needed to achieve 95% power for a repeated-measures analysis of variance (ANOVA) assuming $\eta^2 = .117$, which is 75% of the smallest effect size reported in Chen et al. for experiments similar to our design. In order to account for exclusion criteria, we recruited 70 participants. Participants were students from our institute and received credit or €10. We obtained institutional review board approval; all participants gave informed consent.

We had three inclusion criteria: First, we only recruited students between the ages of 18 and 30 years as they are part of the population who display the strongest phone use (CBS, 2018). Second, because the GNG training required at least 30 app icons, participants needed to (a) have 30 apps installed and (b) rate a minimum of 30 app icons during the preevaluation. Third, we only recruited iPhone users. All participants should be familiar with our stimuli; contrary to the Android OS, of which the open source nature allows manufacturers to amend app icons, icons are standardized across iOS devices. This way, we could be certain the app icons participants rated were identical to those they know from their own phones. None of the participants fulfilled our preregistered exclusion criteria of (a) 85% accuracy or lower on the GNG task, where exceeding the response window counted as incorrect, and (b) a mean on the preevaluation of lower than −50 across all conditions. Thus, our final sample was $N = 70$ ($M_{age} = 22.20$, $SD_{age} = 2.54$, 55 female).

Design. We employed a 3 (Condition: go vs. no-go vs. untrained) × 2 (Time: pre vs. post) within design. The dependent variable was app icon evaluation as dependent variable.

Procedure.

Deprivation period. Research on GNG or cued-approach training and food evaluations or preferences usually asks participants to fast before the experiment (Chen et al., 2016; Zoltak, Veling, Chen, & Holland, 2018) to reduce between-participants differences in hunger levels, which may impact food ratings. In addition, fasting will ensure that the food items are on average at least somewhat appealing so that no-go devaluation can occur. We emulated this procedure for smartphone apps: Participants came to the lab 1 hr before the experiment and locked their phones away. This way, we minimized between-participants differences in how recently participants had used their phones right before the experiment started. By minimizing this difference, we reduced the probability that app icon ratings might be strongly influenced by one specific interaction with an app right before the start of the experiment. In addition, an hour of deprivation has shown to increase motivation to use one’s phone (Johannes et al., 2019), ensuring that apps were perceived as attractive for the rating task. After handing in their phones, participants were free to go about their day, but we instructed them not to use any of their iPhone applications on a laptop or tablet. After 1 hr, they returned and did the experiment. Participants received their phones back after the study.

Materials. For the GNG training, we needed ratings of 30 app icons. Because we could not be sure which apps participants were familiar with, we presented them with a large selection of preinstalled and popular apps. Specifically, we selected 43 app icons...
that are preinstalled on each iPhone with iOS 11; in addition, we selected the top 100 list of free apps on iTunes (https://www.apple.com/nl/itunes/charts/free-apps/, April 3, 2018). Icons were presented at the center of the screen against a white background. The task was programmed with Python 2.7 (Python Core Team, 2018), using PsychoPy (Peirce, 2007).

Pretraining evaluations. Participants were instructed that the first part was about what makes an app icon look attractive to users. Thus, they rated the 143 app icons on the question “How attractive does this app icon look to you?” on a visual analogue scale, ranging from −100 (not at all) to 100 (extremely). We chose this question wording because it was closest to the validated question used in previous studies on rating food pictures (e.g., Chen et al., 2016). Item order was randomized. If participants did not know an app, defined as not being familiar or never having used the app, they could press the “D” button to skip the rating. All 143 apps received at least one rating, and participants were familiar with a large number of apps (M = 65.81, SD = 23.78). The highest-rated app (rated by at least seven participants, 10% of the sample) was WhatsApp (M = 61.43, SD = 42.89); the lowest-rated app was Egg (M = −35.44, SD = 39.43).

Condition assignment. After the prerating, the experimental Python program rank-ordered the app icons from highest to lowest. It then repeatedly assigned the three conditions (go, no-go, untrained) from highest- to lowest-rated app icon for the 30 highest-rated apps. To minimize prerating differences between conditions, item assignment was mirrored across the 30 apps starting from the top-ranked icon (e.g., go, no-go, untrained, untrained, no-go, go, etc.). This order was counterbalanced across participants. There were 10 app icons per condition.

Go/no-go training. After the prerating evaluations, participants were informed that they would do an attention task. We told them that we were interested in how well people can focus their attention while looking at different apps. During the GNG training, each trial began with a single app icon in the middle of the screen. After 100 ms, participants heard one of two tones via headphones for 300 ms. The tones were at the 1,000 Hz and 400 Hz frequencies and served as the go or no-go cue. Which tone served as which cue was fully crossed with the condition assignment. For go cues, participants had to press the “B” key as quickly as possible. For no-go cues, they were instructed to not press any key. To rule out that participants were affected by reduced exposure time if the app icon disappeared after the “B” press, go and no-go icons both stayed on-screen for 1,000 ms. Intertrial interval was random in steps of 100 ms for each trial and ranged between 1,000 ms and 1,500 ms.

Participants first received a practice block of 20 trials. Icons for the practice trials were taken from the bottom of the list that rank-ordered all 143 app icons, from which the program also selected the 30 highest-rated icons for the training. Thus, icons used for practice trials either received no or very low ratings in the pretraining evaluations. These icons were then randomly assigned to the go or no-go condition. During practice trials, participants received error feedback. After the practice block, participants were given the opportunity to practice again. If they chose to proceed, participants received 160 total experimental trials. The 20 icons were presented eight times; presentation order was random. After each 40 trials, participants could take a short break and received progress feedback. There was no more error feedback during the experimental block.

Posttraining evaluations. After the GNG training, participants did the same rating task again, but this time only for the 30 selected icons. They were instructed to rate how attractive each app icon was as if it were the first time they saw it.

Results

We used R (Version 3.5.0; R Core Team, 2018) for all analyses. There was strong evidence that our condition assignment was successful in creating conditions that were matched on pretraining ratings; a Bayesian repeated-measures ANOVA with the anovaBF command (BayesFactor package, Version 0.9.12–2; Morey & Rouder, 2015) with the default priors of the function indicated a Bayes factor (BF) of 173 in favor of a model with no differences between the three conditions. Evaluations of the icons decreased from pretraining (M = 53.15, SD = 21.47) to posttraining (M = 32.50, SD = 19.72). This is in line with previous work and generally interpreted as regression to the mean (Chen et al., 2016). Similar to previous work, all participants were highly accurate during the GNG task (M = 98.4%, SD = 1.6%). The mean reaction time (RT) on correct experimental go trials was 399 ms (SD = 56 ms).

Confirmatory analyses. Following our preregistered analysis plan, we calculated difference scores between posttraining evaluations and pretraining evaluations (post minus pre), where lower scores indicate stronger devaluation (M = −20.65, SD = 19.00). We tested the effect of training on the difference score with a linear mixed-effects model using the lmer function (lme4 package, Version 1.1–17; Bates, Mächler, Bolker, & Walker, 2015). Following recommendations on best practices for mixed-effects models to avoid inflated Type I error, we employed a maximal random effects structure (Barr, Levy, Scheepers, & Tily, 2013). Because we had two grouping factors, we modeled two random intercepts, one for participant and one for icon, in order to account for the nested nature of the data. In addition, we modeled condition (i.e., go vs. no-go vs. untrained) as a fixed effect and as a random slope varying across participants and icons.

The model converged without warnings. In line with our preregistration, to obtain p values, we computed bootstrapped likelihood ratio tests using the mixed function (afex package, Version 0.20–2; Singmann, Bolker, Westfall, & Aust, 2018), which in turn calls the function PBmodcomp (pbkrtest package, Version 0.4–7; Halekoh & Højsgaard, 2014). All tests relied on 10,000 bootstraps. The effect of condition on the difference score was significant, PBtest = 16.93, p < .001. To obtain an approximation of the effect size, we squared the correlation between observed and fitted values, R^2 = .38. Further, we called the rsquaredGLMM function to obtain Pseudo R^2 for mixed models (Barton, 2018), which yielded an estimate of .009 for the variance explained by fixed factors and .34 for the variance explained by both fixed and random factors.

Following our preregistration, we conducted follow-up models to investigate the pairwise comparisons; see Figure 1. As predicted, no-go stimuli (M = −25.26, SD = 22.09) had a significantly lower difference score than go stimuli (M = −16.90, SD = 18.50), PBtest = 13.95, p < .001. No-go stimuli also displayed a significantly lower difference score than untrained stimuli.
This specific pattern of results is known as the no-go devaluation effect. Exploratory analyses. The main effect of condition also aligned with a Bayesian repeated-measures ANOVA with the standard Cauchy prior, with condition as within-subjects predictor and difference scores as outcome, which displayed very convincing evidence (Lee & Wagenmakers, 2013) in favor of the model with condition as predictor compared to a null model, $BF_{10} = 10,360$. Follow-up paired $t$ tests with the standard Cauchy prior displayed strong evidence in favor of a difference in difference scores between no-go and untrained stimuli ($BF_{10} = 45.39$) and between no-go and go ($BF_{10} = 139$).

Our design typically leads to devaluation of no-go apps but not to increased evaluation of go apps (Chen et al., 2016). In line with previous research, although go stimuli had higher difference scores than untrained stimuli, this difference was not statistically significant, $PB_{test} = 2.12, p = .136$. A Bayesian paired $t$ test on difference scores showed that the data provided anecdotal (Lee & Wagenmakers, 2013) evidence for a lack of a difference between these conditions, $BF_{01} = 2.59$.

Furthermore, it is possible that the negative affect people experience is due to making errors during the GNG. As such, errors could explain the devaluation effect we found. To rule this possibility out, we ran the same model again, excluding all items from the evaluation tasks on which participants made at least one error during the GNG. Excluding these icons did not explain the effect as all model parameters remained stable; that is, no-go apps still had a lower difference score than go and untrained apps ($p < .001$ for main effect).

Finally, as an additional robustness check, we also tested whether our results were robust to excluding possible influential participants or icons. Specifically, we removed three participants and three icons because they stood out on plots visualizing Cook’s distance and DFBETAs. All tests were robust to the exclusion of these cases, and all parameters remained virtually unchanged (all significant differences remained at $p < .001$).

**Experiment 2**

For Experiment 2, we had three aims. First, we aimed to test whether the effect found in Experiment 1 was robust and would
replicate. To that end, we predicted again that no-go apps would decrease more strongly from pretraining to posttraining evaluations compared to go apps. Second, we aimed to demonstrate the effect of the training on choices. Namely, we predicted that the probability of choosing go over no-go items for actual use would be significantly higher than 50%. Third, we aimed to test the mediation mechanism. When participants must choose between a go and a no-go app, we expected that they would make their decision based on the difference in evaluations between those two apps. Therefore, we predicted that evaluations would fully mediate the effect of the training on choices. In addition, after testing our predictions, we aimed to explore a complementary account of the influence of the training on choices. Repeatedly not responding to apps during GNG training may create an association between these apps and not responding (Best, Lawrence, Logan, McLaren, & Verbruggen, 2016; Verbruggen & Logan, 2008), which also may impact choices. In the exploratory section before the general discussion, we present tests of this so-called stimulus-stop account. Preregistration of this experiment, specifying our hypotheses, sampling plan, exclusion criteria, and analysis plan, as well as all data, analysis scripts, and materials can be found on the Open Science Framework project of this article (https://osf.io/7ck43/).

Method

Sample. According to our power simulation for Experiment 1, we needed 63 participants to reliably detect an effect of the training on evaluations with 80% power. To detect the effect of the training on choice, we followed recent power simulations by Chen et al. (2019). They showed that 60 participants are needed for 80% power to detect an effect of at least the meta-analytic effect size of $d = 0.50$ (Allom et al., 2016). Just like in Experiment 1, we aimed to be conservative with our sample to account for the novelty of our stimuli. Therefore, we collected a roughly 25% larger sample than would be required according to the simulations; that is, we preregistered to recruit 80 participants ($M_{age} = 22.33, SD_{age} = 2.20, 57$ female). Inclusion criteria were the same as in Experiment 1, except that this time participants had to have 35 rather than 30 apps installed and needed to rate at least 32 apps during the first rating task. No one fulfilled our preregistered exclusion criteria of lower than $85\%$ accuracy or lower on the GNG task, where exceeding the response window counted as incorrect; (b) a mean on the preevaluation of lower than $85\%$ accuracy or lower on the GNG task, where exceeding the response window counted as incorrect; (c) four apps for filler choice trials medium in value, (d) four apps for filler choice trials low in value, and (e) eight apps for experimental choice trials medium in value, (f) eight apps for experimental choice trials medium in value, (g) eight apps for experimental choice trials low in value, and (h) eight apps for experimental choice trials low in value, and (i) eight apps for experimental choice trials low in value, and (j) eight apps for experimental choice trials low in value. These pairs allowed us to test whether using go apps would decrease more strongly from pretraining to posttraining evaluations compared to go apps. Second, for the purpose of validating both the evaluation task as well as the choice task, we also included filler choice pairs of two apps that differed in value but were both of the same condition (i.e., both go or both no-go).

Finally, in Experiment 1, icons were presented completely randomly across all trials during the GNG task, which can lead to several icons of the same condition occurring in succession. For Experiment 2, the 32 experimental items were presented twice per block, over four blocks, and the order was randomized within each block. Thus, there was a total of 256 experimental trials.

Day 2.

Choice task construction. On the second day, participants received a choice task. We constructed choice trials from the 32 highest-rated apps on the pretraining evaluations from the first day, which also were used during the GNG task. We created two kinds of choice pairs. First, experimental choice pairs consisted of choices between go and no-go icons that were matched on preratings. These pairs allowed us to test whether using go apps would be preferred over using no-go apps. Second, for the purpose of validating both the evaluation task as well as the choice task, we also included filler choice pairs of two apps that differed in value but were both of the same condition (i.e., both go or both no-go).

If the ratings of the app icons and choices were meaningful to participants, participants should prefer higher-rated apps over lower-rated apps on these filler trials. Furthermore, these filler trials allowed us to conduct a causal test of mediation. Mediation mechanisms without manipulating the mediator can be prone to bias (Bullock, Green, & Ha, 2010). In our case, the filler trials served as a manipulation of evaluations because we manipulated value of apps (high vs. low). If this manipulation had an effect on choice, we could be confident that any effect of the difference in evaluations between no-go and go on choices would indeed reflect a causal effect.

From the rank-ordered list of 32 apps, going from highest to lowest, we divided apps into ranks in order to construct experimental and filler choice pairs: (a) eight apps for experimental choice trials high in value, (b) four apps for filler choice trials high in value, (c) eight apps for experimental choice trials medium in value, (d) four apps for filler choice trials low in value, and (e) eight apps for experimental choice trials low in value. Within each of the three experimental ranks of eight icons (high, medium, low), go icons were always paired with no-go icons; thus, there were 16 possible combinations of go and no-go icons in each rank (4 go icons $\times$ 4 no-go icons). We obtained those combinations for each of the three experimental ranks separately to keep the value difference between go and no-go icons for each experimental choice pair relatively low. Thus, there was a total of 48 unique GNG pairs (i.e., 16 pairs each for high, medium, and low experimental rank). These 48 unique pairs were then presented twice in the choice task, where the position of the icons (left or
right) was counterbalanced, resulting in a total of 96 experimental choice trials per participant.

Between the two filler ranks, go icons of the high-value rank were always paired with go icons of the low-value rank, and no-go icons of the high-value rank were always paired with no-go icons of the low-value rank. There were two go icons and two no-go icons in each filler rank, thus allowing for eight unique possible combinations of choice pairs within the same condition, but with different values: (2 high value go icons / 2 low value no-go icons). Just like with experimental choice trials, we counterbalanced the position on the choice task, thus leading up to 16 choice trials. Last, to increase power for the effect of value on choice for filler trials and to be consistent with the number of choice trials employed in previous research (Schonberg et al., 2014), we doubled the number of filler trials once more. That is, there were 32 filler choice trials in total per participant.

Experimental blocks served to test the effect of condition, whereas filler blocks served as a check whether participants would indeed choose high over low value in the majority of cases. The total 128 choice trials (96 experimental + 32 filler) were presented in two blocks without a break. Each block contained half of the experimental and half of the filler trials, counterbalancing the position of each app icon. Before the experimental block, participants practiced the choice task with 16 choices between icons that were not used in the training.

**Choice task procedure.** Before doing the choice task, participants again locked their phones away for 1 hr. Apart from the reasons described earlier, this time the deprivation served an additional purpose. That is, participants made consequential choices during the choice task about which app they could use for a short while during the experimental session. Previous research showed that an hour of deprivation makes participants motivated to use their phones (Johannes et al., 2019), which made our choice
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**Figure 2.** An illustration of how choice trials were constructed. On the left is an exemplary list of the 32 highest-rated apps, ordered from highest pretraining evaluation to lowest. The assignment of the condition (go vs. no-go) was counterbalanced across participants. The 32 highest apps were then divided into different ranks, three experimental (high, low, medium) and two filler ranks (high, low). The two boxes on the right visualize how choice trials were constructed from these ranks.
task more relevant to them. When the choice task is employed in food research, participants learn that the program will pick a random trial in the end; whatever participants choose on this trial is the food they receive (Krajbich, Armel, & Rangel, 2010). This way, choices are consequential for participants. Hence, analogous to food research, we instructed participants that the program would randomly pick a trial at the end of the choice task; whatever app participants chose on that trial was the app they were allowed to use for 3 min before we locked their phones away again for half an hour. This second deprivation phase was intended to make the choices meaningful for participants. Without that second deprivation phase, it would not have mattered which trial the program picked as participants could have just used whichever app they felt like after the experiment ended. Thus, participants locked their phones away for an additional half an hour after using the app they chose for 3 min on the trial randomly selected by the program.

After the first hour of deprivation, participants came back to the lab and did the choice task. On each trial, participants chose between two apps that were presented side by side by pressing the “U” or “I” keys. Participants had to make that choice within 1,500 ms. If they chose an app within the response window, their choice was confirmed by a yellow frame surrounding the app for 500 ms. If they did not make the choice in time, they were presented with feedback (“Choose faster!”), and the choice trial was presented again at the end of the block. Participants rarely exceeded the response window (1.22%). Intertrial interval varied randomly between 1,000 ms and 2,000 ms in steps of 100 ms.

Results

Effects on evaluation. There was no evidence for a difference in ratings between go and no-go items at the pretraining evaluations (BF10 = 23.02). Once more, we observed regression to the mean from pretraining (M = 36.72, SD = 22.64) to postraining evaluations (M = 23.66, SD = 21.24). Accuracy was high (M = 98.5%, SD = 1.3%), and mean RT on correct experimental go trials was 471 ms (SD = 54 ms).

Confirmatory. Similar to Experiment 1, we preregistered to test the effect of the training on the difference score between pretraining and postraining (M = −13.07, SD = 12.28); see Figure 1. Again, we employed a linear mixed-effects model with a maximal random-effects structure. The initial model failed to converge, most likely because there were 18 apps that received only one rating. Estimating a random slope for the difference between the go and no-go condition for each app requires the app to have a rating for each condition. With only one rating, the model cannot estimate a random slope. Consequently, it was not possible for a generalized intercept-only model. Instead, we ran the same model again without those 18 apps that we grouped into the “other” category to ensure the effect was not driven by those cases. The effect was robust to the exclusion of this category (p = .003).

Effects on choice. Participants chose go items over no-go items on 54.8% of experimental trials (SD = 12.3%). This percentage was similar across the three value ranks: 53.5% for choices high in value, 56.0% for choices medium in value, and 55.0% for choices low in value. Note that choosing go items over no-go items is equivalent to a choice against no-go items. We use this wording to stay consistent with the wording used in previous work.

Confirmatory. To test whether the overall percentage of choosing go items over no-go items was different from 50%, we ran a generalized mixed-effects intercept-only model with a random intercept per participant. Please note that we deviated from the preregistration here: We preregistered to obtain the p value with Satterthwaite approximation for degrees of freedom, which is not possible for a generalized intercept-only model. Instead, we report the p value based on Wald’s test statistic. Because Wald’s test statistic can be problematic, we also report the 95% confidence interval obtained with the profile method. The fixed intercept was significantly different from 0, estimate = .21, SE = .059, z = 3.50, p < .001, indicating that participants chose go items above chance level, OR = 1.23, 95% CI [1.09, 1.38]. That is, participants had 1.23-times higher odds of choosing go items than choosing no-go items.

Exploratory. Participants made valid choices in the choice task: On filler trials, when both app icons on a choice trial were go items or both app icons were no-go items but they differed in value, participants chose the higher-valued icon 66.9% of the time. Participants chose for 3 min on the trial randomly selected by the program at the end of the block. Participants rarely exceeded the response window (1.22%). Interttrial interval varied randomly between 1,000 ms and 2,000 ms in steps of 100 ms.

Mediation. Last, we tested whether evaluations mediated the effect of the training on choice. However, we could not conduct a direct test of the mediation as the evaluation data and the choice data had different structures. For the evaluations, each case (i.e.,
app icon) had one condition assigned. For the choices, each case (i.e., choice trial) presented two apps and thus two conditions alongside each other. As a consequence, we could not assess mediation in a single statistical test. Instead, we preregistered to employ the approach of joint significance: If the effect of the independent variable (i.e., the training) on the mediator (i.e., the evaluations) is significant, and the effect of the mediator on the outcome (i.e., choosing go over no-go) is significant, it follows that the indirect effect is likely nonzero (Kenny, Kashy, & Bolger, 1998). Although joint significance does not provide a single estimate of the indirect effect size, it performs well in assessing mediation compared to other procedures such as bootstrapping (Hayes & Scharkow, 2013). This approach also follows recent suggestions to report individual paths of the components of mediation models (Yzerbyt, Muller, Batailler, & Judd, 2018). Consequently, we first tested whether the training would influence evaluations; afterward, we assessed whether the evaluations predicted choice.

**Confirmatory.** To test the first path of the mediation model, we estimated a maximal mixed-effects model with the condition of app icon as predictor and the posttraining evaluations as outcome.

We preregistered to use the posttraining evaluations as mediator because (a) we already established an effect of the training on the evaluations controlling for the pretraining evaluations and (b) we wanted to avoid using a difference score (go over no-go) of a difference score (post minus pre) to aid interpretation. As predicted, no-go items ($M = 20.75, SD = 23.21$) were rated significantly lower than go items ($M = 26.56, SD = 22.45$), $F(1, 78.91) = 10.38, p = .002$.

To test the second path of the mediation model, we estimated a maximal mixed-effects model with the difference score of posttraining evaluations as predictor and choice of go icons as outcome. Specifically, because each trial presented two app icons, we calculated the difference between posttraining evaluations of the go item and the no-go item (go minus no-go). Thus, positive values reflect how much higher participants evaluated the go item compared to the no-go item on that specific choice trial. In line with the effect of the training on posttraining evaluations, go items received higher ratings than no-go items ($M = 5.77, SD = 19.21$). This analysis enabled us to carry out the test of joint significance: For the first path of the mediation model, we tested the effect of training condition on posttraining evaluations; if those posttraining evaluations

---

**Figure 3.** The left side of the graph shows the mean probability of choosing go and no-go apps in experimental trials. The right side of the graph shows the mean probability of choosing high-value and low-value apps in filler trials. $P$ values reflect the overall tests of choosing go over no-go (left) and high value over low value (right) against chance level (50%, dashed line). Error bars reflect the 95% confidence interval. See the online article for the color version of this figure.
evaluations predicted whether people chose go items over no-go items, we could have confidence that evaluations indeed mediated the effect of training on choice. Importantly, if the intercept in the model did not remain significantly different from 0 (i.e., chance level), while including evaluations as predictor, this would indicate full mediation because the evaluations can account for all variance in choices.

Note that for the reasons described above, we again had to deviate from the preregistration and obtain $p$ values with likelihood ratio tests. As predicted, higher evaluations for go items compared to no-go items were a significant predictor of choosing go items over no-go items, estimate = -.015, SE = .002, $\chi^2(1) = 54.03$, $p < .001$, OR = 1.015, 95% CI [1.011, 1.018]. Thus, with each point that participants rated go items higher than no-go items, they had 1.015-times higher odds of choosing go items over no-go items. Although these odds may seem small, evaluations were still 1.17-times higher odds of choosing go items over no-go items. Hence, evaluations appear to mediate the effect of the training on choices only partially.

Interestingly, the intercept was also significant, estimate = .16, SE = .06, $z = 2.82$, $\chi^2(1) = 7.59$, $p = .006$, OR = 1.17, 95% CI [1.05, 1.31]. Even after accounting for the effect of evaluations, participants still had 1.17-times higher odds of choosing go items over no-go items. Hence, evaluations appear to mediate the effect of the training on choices only partially.

**Exploratory.** A Bayesian repeated-measures ANOVA indicated strong support for the main effect of condition on posttraining evaluations, $B_{F10} = 411$. All analyses reported to test the mediation were robust to removal of outliers.

The difference in evaluations between go and no-go apps did not fully explain the choices participants made. We were thus interested in exploring another potential explanation. According to the stimulus-stop account, participants can learn to associate the act of stopping with no-go apps (Best et al., 2016; Verbruggen & Logan, 2008). Choosing go apps over no-go apps could thus also be caused by a trained stopping response. Consequently, participants would be slower and less likely to choose no-go apps than go apps because they must overcome the learned stopping response to no-go apps. This stimulus-stop association account could complement the evaluation account; see Figure 5. Thus, according to the stimulus-stop account, the influence of the training on choices is the result of an association between an object and a learned stopping response (Best et al., 2016; Verbruggen & Logan, 2008), but it makes no prediction about GNG training influencing evaluations.

To test the stimulus-stop account, we examined whether participants were slower on trials on which they chose no-go apps compared to trials on which they chose go apps. Slowing in their choices would reflect a direct association between stopping and no-go apps. Descriptively, participants were slightly slower when choosing no-go apps ($M = 784.80$, $SD = 104.74$) than go apps ($M = 773.54$, $SD = 107.35$). In a maximal mixed-effects model, this difference was not significant, $F(1, 75.52) = 1.62$, $p = .207$. A Bayesian paired-samples $t$ test indicated moderate support for a lack of a difference, $B_{F01} = 3.61$.

In line with previous research (e.g., Martino, Fleming, Garrett, & Dolan, 2013; Zoltak et al., 2018), participants made faster choices on filler trials ($M = 750$, $SD = 105$), where value differences between choice alternatives were large ($M = 23.69$, $SD = 22.75$), than on experimental trials ($M = 773$, $SD = 96$), $F(1, 79) = 12.04$, $p < .001$, where value differences between choice alternatives were small ($M = 5.77$, $SD = 19.21$). Accordingly, we might see evidence for stimulus-stop associations only after accounting for within-trial value differences between choice alternatives. Predicting choice RT in experimental trials with both the posttraining value difference and condition showed a significant negative relation between value difference and RT. An increase of one standard deviation in absolute value was associated with an 11-ms faster choice ($SE = 4.8$), $F(1, 43.55) = 5.09$, $p = .029$. Importantly, the effect of condition on choice RT remained non-significant, $F(1, 75.14) = 1.59$, $p = .211$. Thus, we show that value difference between choice alternatives influences choice RT when comparing filler trials to experimental trials. Within-trial value differences are also associated with choice RT. Yet even after taking value differences within experimental trials into account, we did not find evidence for the stimulus-stop account.

Likewise, participants were descriptively slightly slower when rating no-go apps ($M = 3064$, $SD = 1095$) than go apps ($M = 3094$, $SD = 1265$) in the posttraining evaluations across both experiments. This difference, however, was again not significant, $F(1, 1009) = 0.59$, $p = .444$, with strong support for a lack of a difference, $B_{F01} = 26.56$. Together, these results do not support stimulus-stop associations as a potential explanation.
becomes smaller but stays significantly different from zero. The remaining difference between go and no-go choices in pretraining evaluations, posttraining evaluations still predict 1.18, 95% CI [1.05, 1.33]. Therefore, variation in pretraining evaluations, estimate 1.23, 95% CI [1.09, 1.38]. When predicting choices with both pretraining and posttraining difference scores, both pretraining and posttraining were significant predictors. The effect of posttraining evaluations, estimate = .014, SE = .002, $\chi^2(1) = 43.77$, $p < .001$, $OR = 1.014$, 95% CI [1.010, 1.017], was descriptively larger than that of pretraining evaluations, estimate = .011, SE = .003, $\chi^2(1) = 8.55$, $p = .004$, OR = 1.011, 95% CI [1.004, 1.019]. The intercept was descriptively smaller but remained significant, estimate = .17, SE = .06, $z = 2.80$, $\chi^2(1) = 7.46$, $p = .006$, OR = 1.18, 95% CI [1.05, 1.33]. Therefore, variation in pretraining evaluations can explain choices to a degree. When controlling for pretraining evaluations, posttraining evaluations still predict choices. The remaining difference between go and no-go choices becomes smaller but stays significantly different from zero.

**General Discussion**

Motor response training tasks, such as GNG, have become popular tools to change behavior toward attractive objects (Allom et al., 2016; Aulbach et al., 2019; Jones et al., 2016; Stice, Lawrence, Kemps, & Veling, 2016; Turton et al., 2016; Yang et al., 2019). However, to date, we do not understand how they work (e.g., Aulbach et al., 2019). Possibly because of this lack of insight into the mechanism, GNG is still generally considered to improve inhibitory control (e.g., Bos et al., 2019; Forman et al., 2019), in line with the original idea (Houben & Jansen, 2011). However, on both conceptual and empirical grounds, changes in inhibitory control capacity induced by GNG cannot explain many effects of GNG on behavior (e.g., within-person effects, Chen et al., 2019). As a consequence, the inhibitory control training explanation has been criticized as implausible (Enge et al., 2014; Inzlicht & Berkman, 2015; Veling et al., 2017).

Here, we offer an alternative by showing that evaluations play a critical role when explaining GNG effects. In two high-powered, preregistered experiments with established measures of explicit evaluations and consequential behavior, we demonstrated robust evidence that GNG influences evaluations of smartphone apps (Experiments 1 and 2) and that these evaluations mediate the effect of GNG on behavior 1 day later (Experiment 2). The experiments employed a within-participant design, which rules out improvements of inhibitory control capacity as an explanation for the preference of go over no-go objects. If GNG truly improved general inhibitory control, participants should have become better at inhibiting choosing all objects, leading to an equal likelihood of choosing go or no-go apps. We found that they were more likely to choose go apps, which was partially mediated by changes in app evaluations. In light of these findings, it might be time to start portraying GNG as a means to change object evaluations instead of an inhibitory control training.

Our experiments were designed to allow for causal claims about the mediation we observed. First, evaluations and behavior were entirely different measures, which rules out common method variance as an alternative explanation for mediation. Second, we introduced a temporal order: Evaluations succeeded the training, and choices succeeded evaluations. We observed effects of evaluations on consequential choices 1 day later. Third, for mediation to take place, we need evidence that we can manipulate the mediator and that it has the predicted effect (Bullock et al., 2010). Otherwise, confounding variables (e.g., attention; Quandt et al., 2019) might bias the results. In our case, we showed that we could manipulate the mediator in filler trials. We manipulated the value of apps, which had the expected effect of participants choosing apps of higher value. Therefore, we can be confident that evaluations indeed had a causal effect on choices.

It is noteworthy that we found effects on an unexamined category of objects, smartphone apps. Previous research mostly investigated the effects of GNG on objects with immediate bodily consequences, such as food, beverages, or sex (e.g., Chen et al., 2019; Ferrey et al., 2012; Houben et al., 2012). In contrast, there is a lack of evidence that GNG effects generalize to choices for objects that only have symbolic value. The effects on smartphone apps of higher value. Therefore, we can be confident that evaluations indeed had a causal effect on choices.
apps we observe suggest that effects of GNG apply to a wide range of stimuli, similar to Pavlovian, evaluative, and operant conditioning (De Houwer, 2007). They also suggest that GNG might be a suitable intervention to reduce smartphone use given that previous interventions have shown to be ineffective (Parry & le Roux, 2019).

The mediation we observed was only partial and not full, as we predicted. Even after accounting for the evaluations, participants chose go over no-go apps. The strength of this choice became less pronounced when accounting for pretraining differences in value but remained above chance level. This effect suggests there is room for other influences besides evaluations. In an exploratory analysis, we did not find evidence that stimulus-stop associations contributed to participants choosing go over no-go apps (Best et al., 2016; Verbruggen & Logan, 2008), but our methods may not have been suitable to detect such an effect.

If stimulus-stop associations cannot explain the remainder of the GNG effect on choices, what other mechanism can? Recent work suggests that GNG tasks can influence the formation of episodic memories of the objects used during the task. Specifically, people have better recognition memory for go objects compared to no-go objects after the task, which is attributed to enhanced memory for action-relevant go stimuli (Yebra et al., 2019). Episodic memory could influence choices in several ways: People may prefer items for which they have good episodic memory (e.g., Murty, FeldmanHall, Hunter, Phelps, & Davachi, 2016), or action-relevant objects grasp visual attention (Bamford, Klassen, & Karl, 2020) and visual attention can influence choices independent of stimulus evaluation (Gwinn, Leber, & Krajchij, 2019). Thus, GNG training may influence choices via two paths: by decreasing evaluations of no-go objects and by enhancing memory for action-relevant go objects (which does not enhance evaluations of go objects; see Experiment 1). Examining the remaining mechanisms underlying the effect of GNG on behavior, next to changes in evaluation, is an important next step for future research toward fully understanding motor response trainings.

The central role of evaluations raises several questions. First, it is important that future work examines which of the four accounts outlined in the introduction best explains how GNG changes object evaluations. For instance, from the perspective of operant evaluative conditioning (De Houwer, 2007; Eder et al., 2019), the affect from a conditioned response transfers to an object. It is possible that not going is naturally associated with negative affect (e.g., Clancy et al., 2019). This affect might then transfer to the object for which participants withheld a response. Such a transfer could happen via associations: The app, not going, and the unpleasantness of not going might all be associated in memory (Hommel, 2004) such that retrieving one part of this association (i.e., the app) automatically retrieves the other parts (i.e., the unpleasantness), thus decreasing liking for the app. Alternatively, an inferential account proposes that people infer their liking of objects from their own behavior (Van Dessel, Eder, & Hughes, 2018; Van Dessel et al., 2018b). According to this view, participants observed that they stopped for an app and that stopping is unpleasant, thus negatively adjusting their evaluation of the app (for a more elaborate discussion, see Eder et al., 2019). Uncovering the exact mechanism of how GNG influences evaluations may improve future applied training tasks to elicit stronger effects (e.g., Van Dessel et al., 2018a).

Second, there is strong evidence that some motor response training procedures can influence preferences even for months (i.e., cue-approach training; Salomon et al., 2018; Schonberg et al., 2014). It remains to be tested whether the changes in evaluations can account for effects of other motor response training tasks and whether they can account for long-term behavior change. Furthermore, our behavioral measure was strictly confined to choices that participants do not encounter in such a form in their everyday lives. There is a need for research testing whether decreased evaluations also have an impact on smartphone use in everyday life. This question is crucial as current evidence is inconsistent about how applicable motor response training is outside the lab (Jones et al., 2018; Lawrence et al., 2015).

To conclude, the present research shows that changes in evaluations are a plausible mechanism that can explain how GNG influences behavior. Importantly, this mechanism offers a more adequate explanation than the consistent portrayal of GNG as inhibitory control training. We call for more research to investigate (a) how GNG influences evaluations and (b) the role of evaluations in other motor response trainings. Apart from theoretical insight, understanding whether motor response trainings have a common mechanism can inform decisions on whether to combine different response trainings in one intervention.
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